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ABSTRACT

Hourly reporting raingauge data and GOES infrared (IR)
geostationary satellite imagery are used to develop a technique
for rain estimates that does not depend on any a priori
brightness temperature threshold specifications. A second-order
polynomial is fitted to the 1164 hourly raingauge/IR image pairs.
The resulting algorithm is investigated using independent data to
determine: 1) the effect of spatial and temporal averaging to
reduce random error and, 2) the problems associated with
transferring the algorithm from its development location (coastal

U.S.) to open-ocean regions.

Applications to the GATE B-Scale array during a portion of
Phase III suggests a level of skill comparable to that of an
optimal thresholding method developed explicitly for GATE. For
12h, area averaged rain estimates over North Carolina during
passage of winter extratropical cyclones, a drop in correlation
with ground truth is noted in comparison to tropical climates (.71
versus ;85; réspectively). Comparison of point satellite
estimates in the South Pacific suggests an over—-estimate of about
20 percent. The results are interpreted as encouraging for
transfer of indirect (IR or visible) algorithms between regions

of similar climate.




I. Introduction

Estimating rainfall using infrared (IR) and/or visible
satellite imagery has met with varying degrees of success
depending on the spatial and temporal resolution attempted and
the synoptic regime considered. Kilonsky and Ramage (1976),
Lovejoy and Austin (1979a), Arkin (1979), and Richards and Arkin
(1981), have demonstrated that, for time and space scales that
are large compared to those of individual convective elements,
tropical deep convective rainfall is well correlated with high
cold clouds. Treatment of middle-latitude rain systems
associated with baroclinic waves has been less successful. Wylie
(1979), in examining rain estimation from visible and IR
measurements over Montreal, found it necessary to incorporate a
one~dimensional cloud model to obtain accuracies of about a
factor of 2. His results represent averages over approximately
three~hour periods and areas on the order of 107 square
kilometers. Lovejoy and Austin (1979b), applied a pattern
recognition scheme whereby an optimum boundary was found to
separate raining and non-raining points in the visible/IR plane.
This method was effective in convective situations but showed
less skill in the single stratiform case considered.

All the above methods can be classified as "indirecgﬁtsince
IR and visible fmaging sensors respond primarily to suspended
hydrometeo}s and not to precipitation-size particles. The

>

physical basis for the skill of such methods lies mainly in the




fact that cold high clouds are often produced by precipitating
convective cells and are signatures of upward motion in a locally
saturated atmosphere. Life history schemes (e.g. Griffith, et
al., 1978), and Stout et al., 1979), consider temporal changes in
cloud top structure to infer distribution of precipitation on the
scale of individual convective clouds. The necessity of this
detail in attempting rain estimates of 6 hours or more has
recently been called into question (Richards and Arkin, 1981,
Negri et al., 1984). Lovejoy and Austin (1979a), have argued
convincingly that the strength of all indirect schemes lies in
discriminating raining versus non-raining clouds; substantially
less skill exists in actual rain rate determination.

Despite a lack of explicit physics in the indirect approach,
there is continued strong interest for a number of reasons: 1)
archives of geostationary and polar orbiter visible/IR imagery
are extensive and availability of these data for research and
operational interests seems assured for the foreseeable future,
2) indirect methods are relatively simple to program and can
provide precipitation estimates whose errors are consistent with
the accuracy of upper-air data used in many diagnostic
calculations, 3) although passive microwave methods (Wilheit et
al., 1977; Spencer, 1984), offer a more physical basis for rain
estimageg, infrequent data coverage from low earth orbits and
uncertainties as to availability beyond the Nimbus 7 SMMR

(Scanning Multichannel Microwave Radiometer) present some

problems.



With growing interest in all aspects of the global
hydrological cycle and the dynamics of planetary-scale events
such as the E1 Nino/Southern Oscillation, there is a need to
extend the applicability of indirect methods to a variety of
climates—-oceanic environments in particular. The purpose of
this study is to develop a rainfall estimation technique with
geostationary IR imagery and raingauge data and to investigate
the transferability of the algorithm from its developmental
region (coastal Southeast U.S.) to an open-ocean environment.,
Both tropical and middle-latitude rain systems are to be
incorporated into the developmental data set. Although the
performance of indirect schemes 1s generally suspect in the
stratiform precipitation characteristic of middle-latitude
cyclones, it appears that little quantitative evaluation of
algorithms in this environment has been done. Since convective
elements embedded within stratiform rain might contribute
significantly to total rainfall in these situations, indirect
methods should exhibit some level of skill. Specifically, this
paper addresses precipitation estimates on time and space on the
order of 12 hours and 10S square kilometers, i.e., synoptic-scale
resolution. Estimates of this scale should be compatible with
diagnostic heat and moisture budgets derived from FGGE (First
Global Atmospheric Research Program Global Experiment) data
analyses. In section 2, a description of the methodology and
data is presented along with a discussion of the resulting

algorithm. Section 3 contains an evaluation of the performance



of the algorithm when applied to locations other than where it
was developed. Included in this test are instances of deep
tropical convection over the GATE (Global Atmospheric Research
Program Atlantic Tropical Experiment) B-Scale Array, the tropical
South Pacific Ocean and middle-latitude stratiform rain with
embedded convection over coastal North Carolina during winter. A
summary of the results and discussion of the potential usefulness

of this approach are given in section 4.

2. Algorithm Development

a. Methodology and Data

Most indirect techniques rely upon an equivalent black body
temperature threshold temperature to separate raining from non-
raining clouds. In the simplest formulation, the area mean
rainrate over a computational region is then assumed proportional
to the fractional‘coverage by clouds colder or brighter than this
threshold. For-deep tropical convection, IR thresholds between
about 253 K (Griffith et al., 1978), and 235 K (Arkin, 1979),
have been most commonly used. In considering IR threshold versus
rainfall algorithm performance, Stout et al., (1979), and
Richards‘and Arkin (1981), have found that during GATE the best
correlation lies in the range 235 to 240 K; If an IR method is
to be extended to cover instances where embedded convection and
stratiform rain are present, some means of recognizing warmer

rain-producing clouds is necessary. The procedure adopted in

this study is to seek a statistical relationship between gauge=-



observed precipitation at the ground and the equivalent black
body temperature, Tb, of the GOES IR pixels corresponding to the
gauge locations. For convenience, this approach will be referred
to as pixel indexing (PI) since it associates a point rainrate
measurement with the Tb value for a given pixel. An algorithm
developed from this data set is then used to construct rainrate
estimates through appropriate temporal and spatial averaging.
Since the PI technique results in a function which assigns a
rainrate to each Ty value, it allows for the possibility of
raining clouds whose tops are warmer than most commonly used
thresholds. One would naturally expect correlation at this
pixel-scale to be low due to a number of random error sources.
The validity of the working premise that the errors are indeed
random and can be minimized by appropriate space and time
averaging will be examined in section 3.

Although calibrated C-band radars provided ground truth data
for tropical oceanic rainfall gathered during GATE (Hudlow and
Patterson, 1979), satisfactory observations of rainfall rates
over oceans for ptheg climate regimes, including that of middle-
latitude wave cyclones, are not réadily avajilable. For this
reasqn,_hourly rainfall measurements at coastal raingauge
iocations were used to provide ground truth (Fig. 1). Observed
rainfall amounts were extracted from the hourly precipitation
data (HPD) summaries produced by the National Climatic Center,
Asheville, North Carolina. Synoptic situations selected for the

data base included Gulf Coast easterly waves, closed upper-level



lows, warm and cold frontal passages and convection associlated
with diurnal heating. Although the influence of a non-oceanic
location cannot be discounted a priori, it will be shown that
transferring the algorithm to several other locations produces
smaller biases than one might suppose. Digital IR imagery for
developing the algorithm consisted of hourly GOES East and West 8
km resolution data obtained from the Environemntal Data
Information Service at the University of Wisconsin. All GOES
data handling was performed on the Harris/6 McIDAS (Man computer
Interactive Data Acquisition System) resident at the Marshall
Space Flight Center. A total of 1164 pairs of hourly rain amount

and IR temperature was obtained.

b. Resulting algorithm

A scatter diagram of hourly rain amount versus IR Ty is shown
in Fig. 2. The most prominent aspects of this relationship are
the substantial scatter and the existence of zero rainrates for
the entire range of temperatures. Along the top of Fig. 2, the
percentage of observations reporting rainfall is plotted for 5 K
intervals. A sharp increase in the percentage of raining points
corresponding to the interval 245 to 235 K verifies the prominent
binary (rain/no rain) signal that forms the basis for
thresholding methodsf'_A,least squares analysis was performed to

fit the data with a quadratic polynomial: -

Rain rate (mm/hr) = 7.04 - 11.10T* + 4.26T*2, (1)




where
T* = (Ty-200)/50 (2)

Correlations of satellite temperature versus observed hourly
rainrate is -.36. The resulting curve in Fig. 2 intersects the
abcissa near Ty =255K; thus rainrates are effectively zero above
this temperature. The slope of the curve becomes small for
temperature warmer than about 235 K. The choice of a quadratic
fit is somewhat arbitrary. A linear fit gave a correlation of
-.31. Expressions higher than order 2 could be constructed for
this developmental data set but the stability of these
expressions when applied to independent data sets would likely be
diminished. As noted in section 1, an inherent physical weakness
of the IR approéph is the fact that the sensor responds primarily
to suspended hydrometeors; therefore, there is only an indirect
relationship between what is actually sensed and the variable one
wishes to predict. Warm low clouds generally are not deep enough
to produce sufficient condensate for heavy rainrates. In Fig. 2,
only one instance of réin >20 mm/hr is found for Tb>240 K. On
the'ofher hahd, high clouds may be assocliated with cores of heavy
éfeciﬁita;iné convection, steady anvil rain, non-raining
E;nvé;tive debris or cirrus from baroclinic waves. Both the
observed rain amounts and the percentage of points reporting rain

increase with decreasing Ty. Stilf; approximately one-third of



the points colder than 225 K report no rain. Clearly, one can
expect to use the derived relationship only if there exists a
substantial component of random error that can be reduced through
space and/or time averaging. Among the most likely contributors
to random error are gauge sampling, satellite navigation and rain
cell life-cycle effects. The precipitation processes averaged
over the IR pixel area (64 ka) are assumed to be adequately
sampled by a single raingauge measurement. This assumption is
often likely to be a poor one since it is well known that there
is substantial horizontal structure in convective rainrates on
the scale of an individual rain cell which is similar itself in
size to the IR pixel. An analogous problem with temporal
sampling occurs since each hour-long raingauge accumulation is
paired with an instantaneous IR measurement. Related to this
problem is an additional uncertainty arising from satellite
navigation errors. Typical errors in location are in the range
of 10 to 15 km and, in some cases, may be twice as large.

The most serious uncertainties are likely to arise because of
life-cycle effects. For individual convective towers, cloud
areal extent generally lags behind rainfall rate (Griffith, EE
al., 1978). This effect is quite prominent in mesoscale
convective systems. Furthermore, horizontal structure in
rainfall rates may vary substantially throughout an individual
cloud, but bear little resemblance to structure in cloud-top
temperatures. In particular, the upshear portions of deep

convective clouds are likely to produce heavier rainrates than




downshear regions (Scofield and Oliver, 1977). There is
considerable evidence that 1life cycle effects can be minimized 1if
spatial and temporal resolution are sacrificed. Richards and
Arkin (1981), noted that for averaging scales of 2 to 3 degrees
latitude x longitude and periods 6 hours or longer, a simple
linear thresholding approach yielded accuracies comparable to the

life history methods of Griffith, et al., and Stout, et al.

s
(1979). 1In evaluating the contribution of various terms in the
Griffith, et al., method, Negri, et al., (1984) conclude that the
approach is unnecessarily complicated for estimating daily
rainfall. They found that a modified non-life history version
yielded comparable error characteristics. Since averaging over
areas >105 square kilometers and 6-12 hours would encompass many
convective cells and their cloud debris at various phases in

their 1life cycles, it is also reasonable to expect a reduction in

the random component of error in the PI algorithm.

3. Tests on Independent Data

To apply the algorithm with reasonable confidence to a
variety of oceanic climates, two issues must be addressed: 1)
quantifying the effect of synoptic time and space averaging in
reducing random error and 2) the nature of any bias that may be
introduced in transferring the algorithm from coastal to open-
ocean locations. We explore these questions in this section by

testing the algorithm on three independent data sets.




a. GATE Phase IIl

The most accurate precipitation measurements available over
tropical oceans are those collected during GATE. Seven days of
Phase ITII SMS-1/GOES digital IR imagery were obtained through the
courtesy of Dr. David Martin, University of Wisconsin. Rainrate
estimates were performed on an hourly basis by evaluating (1) at
each 4 km pixel and then area-averaging over the B-Scale Array.
Verification consisted of the hourly radar rainfall amounts from
the C-Band radar network compiled by Hudlow and Patterson (1979).
A time plot of estimated and radar-observed rainfall is given in
Fig. 3. The satellite estimate performs quite well for most
events although significant overestimates (4 September and
underestimates (9 September) are noted. The results are
summarized statistically in Table 1 for a témporal averaging
scale of 12 hours. Man§ of Fhe events studied occurred
on days when less than 24 hours of satellite imagery were
available. Averaging was performed starting with the first
available data of a given day and remaining data with less than
6h coverage was not considered. Root mean square errors in Table
1 suggest that for about 95 percent of the 12h averages (two
standard deviations) the errors should be less than a factor of
2. Since a bias of 1.0 is a perfect score, a slight systematic
overestimation of rainfall is indicated. A correlation of .85
for the 12h averaging demonstrates the substantial effect of

spatial and temporal smoothing. Recall that in section 2, point
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estimates of hourly rainfall used in developing the algorithm
correlated with individual gauge measurements at only .36.

To investigate more fully the question of transferability,
the PI method is compared with one developed specifically for
GATE. Arkin (1979) sought the optimum one~parameter linear model
that could be derived for each of the three phases of GATE.
Using a threshold of 235 K, he related fractional high cloud
coverage in a 2.5 degree square to the radar rainrates of Hudlow
and Patterson (1979). Applying Arkin“s technique to the B-Scale
hexagon, one obtains the estimates shown in Fig. 4. The results
are quite similar to those of the PI method--both do well on 2
and 5 September, but experience difficulty on 4 and 9 September.
The correlation coefficient for Arkin“s method in Table 2
suggests only a slightly higher level of skill with .89 as
compared to .85 from the PI method. Although the root mean
square_error is lower, the bias is somewhat higher. The
significance of this éomparison is the fact that the present
algorithm, which was developed with data along the coastal U.S.,
performs nea%lf asAwéli as a method developed explicitly for
Phase IiI qf?GATE. This finding is not unexpected since Woodley,
Eﬁgﬁié;viggb)’ successfully applied their method developed with
observations over Florida to the GATE region. If this type
result could be shown representative, problems associated with
the transferability of the algorithm to tropical open-ocean

regimes would not appear to be major.



b. Coastal North Carolina

In this section the algorithm is tested in several instances
of precipitation accompanying middle-latitude wave cyclones.
Unfortunately, there exists little reliable documentation of
open-ocean rainfall determined from calibrated radars.
Consequently, a network of hourly and daily raingauges over
coastal North Carolina was chosen as the test region (Fig. 5).
Lack of a true oceanic climate limits the conclusions that can be
drawn regarding transferability, but enables an adequate sampling
of extratropical waves. Since stratiform rain is not surface-
rooted as . is most deep convection, one might expect rain
estimates in baroclinic waves to be less sensitive to oceanic
versus continental exposure than predominantly convective
systems. Areal mean rainrates were determined for 12 and 24 hour
periods during eight days in January and February. In
constructing 12h verification, the 24h total rain of each daily
reporting gauge was assumed to fall with the same temporal
distribution as that of the nearest hourly reporting gauge.

Since gauge density over the area in Fig., 5 was fairly uniform,
area-average rainrates were determined as simple averages of the
reported gauge amounts. Hourly, full resolution GOES IR imagery
was again used to produce 12h and 24h rain rate estimates for
each pixel; the results were then Averaged over the entire
network. Figure 6 shows satellite estimates and corresponding
gauge rainrates for eight 24h periods. A statistical summary is

presented in Table 2. Compared to the GATE results, there is a
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notable decline in skill with 12 and 24h correlations dropping to
.71 and .78, respectively. For many of the 24h periods in Fig.
6, significant overestimates in rainrate occur in the first 12
hours (21 January, 7 February 1979, 6 February 1983). Similarly,
a tendency to underestimate rainfall is noted for 12h periods
which correspond to passage of the western portion of the
synoptic-scale cloud shield (2! January, 19 February 1979, 6
February 1983). This systematically incorrect diagnosis of rain
is caused by widespread regions of cold cirrus preceding the
cyclones and is manifest in the 12h bias score which is
substantially larger than for 24h averaging.

Rain estimates using the Arkin (1979) technique were also
produced for comparison (Fig. 7). Overall skill in the two
methods is comparable. The PI.method has slightly higher
correlation rates for 24h averaging while the Arkin method is
slightly better at 12h. Arkin“s method produces a larger bias
and a larger root mean square error. Of course, it is not
strictly appropriate to apply a method developed specifically for
GATE Phase 111 to a middle-latitude environment. For operational
use in producing monthly global rainfall estimates, Arkin (1983),°
has used the pooled data for all three phases of GATE and set the
y-intercept of the linear equation relating rainfall and
fractiongl'@loud éover to zero. The resulting algorithm, termed
the GOES Pre;ipitation Index (GPI), gives a precipitation rate of
2.96 mm/h for clouds colder than 235 K--slightly smaller than the

Phase III algorithm of 3.08 mm/hr. Applying the GPI to the North
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Carolina data set reduces the root mean square errors to .53 and

.37 for 12 and 24h averages, respectively.

Ce South Pacific Islands

In a study currently underway, the initial application of the
PI method will be an assessment of rainfall in the South Pacific
Convergence Zone (SPCZ). Ultimately, 12h rain estimates will be
produced over a domain bounded by 10 N, 50 S, 120 W, and 170 E at
a resolution of 2.5 degrees. To reduce data handling to a
manageable size, three-hourly GOES W IR imagery at 16 km
resolution is being used. Preliminary tests have indicated that
a reduction from full resolution of 4X8 km and one-half hour
frequency produces little change in estimated 12 and 24h rain
rates for 2.5 degree squares. In this section, we utilize the
existing surface synoptic rainfall observations in the South
Pacific in a further assessment of transferability. Although
this region is notably data poor, a number of island stations
reporting precipitation were available during FGGE. While
station density precludes a determination of meaningful areal
rainrates, the gauge and satellite amounts can be compated to
detect overall biases. Nine consecutive days of rainfall data
were used in this test., For each 12h period beginning at 0000
and 1200 GMT, observed rainrates were extracted from synoptic
reports at the gauge locations shown in Fig. 7. IR imagery at 3h
intervals was also used to produce 12h mean rainrates at each

gauge location. Rainrates for each 12h period were then averaged
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over all 43 station locations. During the nine-day period, the
northwest portion of the network is influenced by tropical deep
convection. The stations to the southeast experienced deep
convection and stratiform rain associated with transient wave
cyclones (Vincent, 1985). Comparison of gauge to satellite
estimates in Fig. 8 shows the time series of gauge-observed
rainfall and the satellite estimates produced by the PI and Arkin
algorithms. A statistical summary is given in Table 3. Both
satellite estimates provide generally fair indications of
temporal variations with the Pl estimate providing a somewhat
higher correlation of .74 versus .68 for the Arkin method. The
former is more indicative of the heavier rainfall events in the
12h periods beginning at 1200 GMT, 13 and 14 January, but also
overpredicts at 1200 GMT, 16 January. One would expect that with
further area averaging associated in producing 2.5° latitude x
longitude estimates, the correlation rate might approach the GATE
result. This hypothesis could not, of course, be tested with the
current paucity of surface data in the SPCZ. RMS error is
comparable for the two methods but the bias is higher for the PI,
reflecting the overestimate of .19 mm/h compared to an
underestimate of .08 mm/h for Arkin”“s method. The bias in the PI
may be linked.to a preponderance of very cold Ty“s which
frequently were as cold as 190 K. None of the developmental data
points were this cold (nor those during GATE). These cold cloud
top events are, therefore, not well represented and are a severe

test for both algorithms. Presumably, the GATE Phase III
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algorithm is not as sensitive as the PI method to extremes of
cloud height since it is a thresholding scheme., It is reasonable
to expect that the errors reported here are probably
representative of most extreme events because of the unusually
cold cloud top temperatures. Both schemes can be adjusted by an
appropriate scaling factor to eliminate the difference between
the estimated and observed amounts. These results are also given
in Table 3. The higher correlation of the PI method allows an
adjustment which produces the lowest bias and RMS error.
Obviously, this comparison must be interpreted with care because

of the small sample size.
4, Discussion and Conclusions

An algorithm to estimate synoptic-scale rainfall has been
developed using GOES IR imagery and individual hourly raingauge
reports. In a general sense, the results of the test on
independent data demonstrate the feasibility of using point
rainfall measurements in developing a method to be applied to
synoptic space and time scales. As expected, correlation between
IR Ty and observed rainfall was low (=.36) in .the developmental
data set primarily due to random error. Through synoptic space
and time, averaging correlations in the range of .71 to .85 were
produced by the PI algorithm in tests on independent cases.

For the three tests performed in this study, transferriné the

algorithm from its location of development to other climates
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produced modest impact. Differences in mean observed and
estimated rainfall rates in Tables 1 and 2 were in the
neighborhood of 10 to 15 percent or less. In the test involving
the Pacific Island data, an overestimate of about 20 percent was
found. In tests over coastal North Carolina, a systematic error
was found due apparently to cirrus shields ahead of the wave
cyclones., The suggestion of underestimating was noted on the
western side of cloud shields. The reason for this is not clear
but it is interesting to note that in the GATE and North Carolina
tests, the PI and Arkin methods performed with essentially equal
skill. One might speculate that this is because both methods are
"indexing" schemes in that they relate rainrate to IR T, for a
single image and do not recognize mesoscale sloping updrafts
frequently present in baroclinic extratropical cyclones (Emanuel,
1983). Future improvements to the PI algorithm might be obtained
by considering horizontal gradients of Tb which could recognize
mesoscale cloud structdres and their relationship to
precipitation.

The relative success obtained in transferring the algorithm
is probably due to the similarity of climates in the
developmental and test regions. Maritime soundings generally do
not have the extreme variation found in continental climates
(e.g., strong capping of low-level moisture by dry intrusioné,
dry line structures). One would, therefore, expect the
precipitation efficiency to be more uniform in maritime -

environments. Second, surface boundary forcing is more uniform
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than over land. Although sea-surface temperature patterns are
probably important in modulating rainfall, complications arising
from orography are absent. Application of the algorithm to a
continental climate would almost certainly result in decreased
performance. One might also expect a loss of skill in oceanic
regions west of continents where semi-permanent anticyclones
would maintain an environment with low precipitable water
amounts. A more extensive test of these type problems is planned
in future work.

The results presented in this paper have important bearing on
future attempts at developing precipitation algorithms for
oceanic climates. A large number of island stations in a variety
of climates is available for use in constructing algorithms.
Admittedly, possible problems of reporting accuracy and
orographic influence cannot be discounted. Nevertheless, these

data represent the most comprehensive measurement of

precipitation available. Calibrated radar measurements, although
preferable on the grounds of sampling capability, are much less
readily available. Techniques which can take advantage of point
measurements offer a means of extending indirect precipitation

estimation schemes over middle-latitude oceans.
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FIGURE CAPTIONS

Figure 1. Location of hourly-recording raingauges used in
constructing algorithm.

Figure 2. Scatter diagram of hourly rain amount recorded at
raingauge vs. equivalent black body temperature.
Best fit 2nd-order polynomial is givem by Eq. (1)
in text. Also shown at top of diagram is percent of
raingauge measurements reporting non-zero rain for
5° K class intervals.

Figure 3. Rainfall rate over the GATE B-Scale array as
estimated from EQ (1) and SMS-1/GOES IR data
(shaded region) and determined from shipboard radar
(Hudlow and Patterson, 1979) (dashed curve).

Figure 4, As in Fig. 3, except satellite estimate produced
from GATE Phase III algorithm of Arkin (1979).

Figure 5. Hourly and daily reporting raingauge locations used
to evaluate algorithms over North Carolina. Region
enclosed by dashed line is area over which Eq. (1)
was applied.

Figure 6. 12h rainfall rates over Coastal North Carolina for
eight extratropical cyclone events. Shaded region is
satellite estimate, solid line is raingauge measure-
ment (see text for explanation). Left-hand panel:
estimate from Eq. (1) right-hand panel: GATE Phase III
algorithm (Arkin, 1979).

Figure 7. Forty-three Island raingauge locations used in
evaluating algorithm performance over South Pacific.

Figure 8. 12h point rainfall rates averaged over the station
location in Fig. 7. Actual raingauge measurement
(solid line), satellite estimate using Eq. (1)
(dashed line), satellite estimate using GATE Phase III
algorithm (Arkin, 1979) (dotted line).



PERCENT OF OBSERVATIONS
REPORTING PRECIPITATION
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